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Abstract

operations Mission Planner for the 26 Meter (26M)
Antenna Subractwork (OMP-26) 1S an interactive
scheduling tool developed by the Jet Propulsion
1 aboratory (J]’],) to assist in allocating, the Decp Space
Netwark (DSN) 26M antennas to support Earth-orbiting
Spacceraft (SC), Prior to integrating OMP-26 into the
26M scheduling arena, the tex{ -based, labor-intensive task
lacked the sufficicnt means to support the 1 99? mission
supporl incicase. Therefore, JPL. developed the OMP-26
intciactive scheduling tool to automate the time
consuming tasks of the existing, manual scheduling
process. OMP-26 has addicssed the scheduling dilemima
by assisting schedulers 10 identify and resolve conflicts
morc quickly through its graphical display features and
constraint-checking cditing capability.  Although
OMI-26 has reduced the scheduler's existing workload by
casing the identification and resolution of conflicts, it will

not meet the needs of another mission supportincrease to

occur by 1995. Vhercfore, future plans for OMP-26
involve transitioning from a solely interactive scheduting,
tool to onc that ishighly automated and more powerful.

Background

The DSN 26M antenna subnetwork consists of three
antennas Jocated at the Goldstone (United Stales), Madiid
(Spain), and Canberra (Australia) Dcep Space
Communications Complexcs. These antennas currently
suppor | avaricty of 1 tarth-orbiting SC as well as the Space
Shattle. SC support occuts only when its orbit places it in
view of the antenna,  The view period is the duration
between the SC rise above the horizon (relative to the
anfenna) and set below the horizon. For the SC supported
by the 26M antennas, typical view periods range from § -
15 minutes.

SCsupport, also dc.fine.d as an activity, consists of thice
major parls: Precalibration (PRE), the track itself, and
postcalibration (POST). PRE is the time dedicated to
configuring, calibrating, and testing the equipment
required to suppord the SC. The track, delimited by a
Beginning of ‘I'rack (BO71) and End of Track (HOT),
identifics when the antenna actually communicates with
the SC. The track penerally corresponds to the view's rise
and set. Finally, the POST is the time. when the
cquipment is deconfigured and relcased for usc with
another SC. How these components relate o the start and
cnd of anactivity (SOA . XOA) to be scheduled is
pictured in Figore 1.
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Figure 1. Activity Composition,
20M Scheduling

Until June 1992, generating, a schedule for the. 26M
subnetwork was a manual process spanning three phascs:
Stiawman, Foiccast, and 7-1Jay, to produce a o]tc-week
schedule.

The Strawman schedule was produced three weeks prios
to exceution. To crcate the Strawman, the schedulers ran
a utility program, residing on the Nctwork Opcrations
Control Center Support Subsystem (NSS), to generate a
file comaining all view periods for the week to be
scheduled. This file was exported to a Personal Computer
(’C) where the scheduler ran a utility, using the view file
asinput, 10 (1) extract 26M views meeting aminimum
duration, (2) gencrale passes, and (3) output a batch file.
Since this file contained unschedulable activities (those
with projects requesting tracking time on antennas that arc
unable 1o support them), the schedulor used a PC text
cditor to manwally perform furthes filtering, The altered
batch file was then sent back to the NSS to update a
scheduling database from which a sorted list of all
activities was gencrated.

This listing, pictured in Figuie 2, itemized cach activily
and its conflict status. The conflict status column, labeled
"FLL.AG" in Figure 2, contained cither a linc number
correlating to the line causing the conflict Or au asterisk
indicating that more than onc line is causing conflict. The
scheduler manually reviewed this listing by scanning this
colu mn to identify sets of similailine numbers.
Adjustments were made forcasily resolved conflicts,
whilc more difficult conflicts weié highlighted and seal to
the fNlight p1 ojects for1oview,

The various p 1ajects submitted their changes to the
Strawman schedule for incorporation into the initial
Forccast schedule. Feedback fron the projects came by
fax, papcer, o1 batch files. Depending, upon the feedback
media, alterations to the schedule were made by
intcractive command line cditing or through batch file
submittal, During this phase, two weeks prior to schedule
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Figure 2. Strawman Report,

exceution, the scheduler also merged requests from
projects originally excluded in the view file. A more
1cfined version Of the Yorecast was generated and again
sent to flight projects for their review.

The final phase of scheduling resulted in producing the
7-Day schedule. Similar to the conflict resolution process
performed during the Forceast phase, the flight projects
submitted their new o1 changed requests to the schedulers.
At this point, the schedulers also compared the resource
requirements for the 26M subnctwork 1o those Of {lic othet
178N antenna subnetworks to identify any shared resoutce
ot bandwidth conflicts, Threc days prior to 7-Day
schedule excention, it was forwarded, Coldlicl-fleg, to the
real time scheduling arena.

Al though the manual scheduling process descr ibed above
handled the 26M scheduling needs, the Summer 1992
mission load incicase was predicted 10 jeopardize the

he

ability to generate schedules within the specified time
constraints. Enabling, the existing scheduling staff to meet
the Sunmmer 1992 requirements was the primary purpose
for the development of OMP-26.

Objectives

The 26M scheduling process needed 1o be simplified,
while preserving interfaces to th_e NSS rcport gencration
software. To meet thesc goals, five objectives had to be
met.

Onc objective Was to reduce the amount of  computers
involved. All processes operating on the PC could be
cmulated in onc environment, Additionally, all operations
between the NSS and the scheduling tool could be
exccuted on onc platform by employing a
communications package.. With these changes'm place,
the users would have just onc computer on their deskiop.



The second obicetive was bawd ypon a constraint
imposcd by the DSN. Because the NSS inteiface served
as the central database for al scheduling activities (26M,
34M, and 70 M), the interface I1C1 this system had to be
preserved. It was alSO necessary tO minimize any possible
confusion over the roles Of the two schedule databases
(NSS and OM1I’-26) and the relationship between them.

A thiid objective was to reduce the amount Of command
line edit ing 1equired to effect changes in the schedule.
The scheduling tool could gencrate bateh files capturing
al transactions made during the tool’ s operations. Thesc
batch files could then be exporied to the NSS envirommnent
and serve to update the NSS database, thus satisfying the
NSS intetface requirements.

Anotlict objective was to automate the conflict
identification process. Rather than matching line numbers
to conflicting activitics, the interactive scheduling tool
could graphically display conflicts through Strip and
Gantt charis and offer navigational capabilities to
mancuver around the schedule.

The final and most important objective involved
improving the conflict resolution process. Through
giaphical editing techniques, the user could manipulate
activilics by shoriening, moving, deleting, or adding them
to work towards a conftict-free schedule. Scarch and
display features could enable the uscr to manipulate
schedule data yiclding betier results.

Approach

Based upon their knowledge of past OMP rescarch
conducted at JP1,, the Telecommun ications and Data
Acquisition (I'DA) Mission Support and DSN Opcerations
Office approached JPL's Advaunced information Systems
Scction 10 develop a scheduling tool. The proposcd tool
coupled 1p1/'s past OMP scheduling msc.arch and the
cuslomer's objectives to satisfy 26M scheduling demands.
JPL translated the above 26M  scheduling objectives into
the design of OMP-26 and produced a varicty of
capabi | itics described below.

Single Platform

All 26M scheduling operations are perfor med on ong
machine, a Macintosh, Since OMP-26 automatically
removes unschedulable views and extiacts 26M  views
meeting @ minimum duration from the view file, and
pencrates passes and playbacks, the PC is no longer
needed. “J'he user also moves files between the OM})-26
and NSS cnvironments on onc machine. Theicfore, the
physical terminal from which the utitity programs ran is
unnecessary!,

OMP-26 Graphical User Inferface
"The OMP-26 interactive scheduling tool supports conflict

identification and resolution through its Graphical User
Interface (GUI) [1]. The GUI consists of a multi-window

system, pull down menus, a text editing, capability, and
mousc-sensitivity.  The interface follows the uscer
intetface guidelines for Macintosh application programs.

Information Digplays

OMP-26 uses two types Of timeline displays, as shown in
Figure 3, to represent the schedule: Stiip Charts and
Gantt Chatts. Information contained in the Strip and
Gantt Charts arc lied 10 a timeline which serves 10
synchionize the temporal information shown on both
displays. Strip chalk, which arc color-coded histograms
depicting the Ievel of individual antenwa usage, allow the
scheduler to quickly identify regions of conflicts (red),
normal resource subscription (green), and rc.source
availability (giay). Gantt Charts show the view periods
(bluc bars) and specific assignment of SC activitics (white
[-beams) to the antcnnas.

1’0 read the time at a specific point on a Snip or Gantt
Chart, the user positions the mouse pointer over that point
and rcads the time information on the year, Day of Yeat
10Y), hour, and minute in the timeline information box,

as seen in Figure 3. Asthe mousc is moved across the
timeline, OMP-26 automatically updates the timeline
information box.

Three types of status information arc accessible from the
timelines: conflict, activity, and view. Clicking on a point
in the Strip Chart highlights (in the Gantt Chart) all
activitics in conflict at that point on the timeline. It also
displays their project and type in the Status line.. Clicking
onan I-beam highlights it and updates the Status line with
the activity's project and type, Finally, clicking on the
blue view bar, highlights it and causcs the selected view's
project, antenna, rise, and set to be displayed on the Status
line.

Once OMP-26 isinvoked, the timeline is automatically set
10 a7-day scale. To display grcater detail in the Schedule
Window, thelarge magnifier icon is sclected for
resolutions of 1 -day, 12-hours, and 6-hours. 1 he small
magnificr icon is sclected t0 zoom oul. When examining
zoom Icvels othier than the 7-day, the entirc week-long,
schedule iSnotin vim. To display another portion of the
schedule, the user drags the thumb along the scroll bar
(pictured IN Figuie 3) and releases the mouse bution when
the desitcd time isreached. This action shifts the display
to the time shownin the scroll bar information box,

Functional Disp lays

To assist the scheduler in resolving conflicts, several
functional displays have beenincorporated into the
OMP-26 GUI. "These displays cnable the user to edit the
schedule, create new activitics, and conduct scairches.

Detailed, temporal information regarding an activity is
textually displayed and editable in the Activity
Information Window (AT W), as scen in Figure 4. Double
clicking on a Strip Chart or I-bcam brings all activitics
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scheduled during the time-slice that was sclected into the
AIW. The AIW assists the scheduler in resolving,
conflicts through these editing features:

« Dcleting: The delete operation is available from both
the AW and Schedule Window. Both operations
effect the reflecied change in the Snip and Gantl
charts,

Undeleting: Undeleting brings the activity back into
the schedule and 1eplaces itin the Strip and Ganti
charts.

Modifying: Modifying activitics involves altering the.
desired text fields in the AIW. Whenever the usel
edits temporal fields, their changes arc propagated
across all affected time fields by the constraint
checking editor.

l.ocking: l.ockingan activity prc.veals any
modifications or deletions from taking place until the
user unlocks it.

OMP-26 offers three options for creating an activity:
creating one from an existing view period, crcating a ncw
vie\\' period and activity Simultaneously, and generating
an aclivily without aview. These feat urcsarc accessed
through a special Create Activity window.,

To locate activities in OMP-26, the user activates the
Scarch feature. Search criteria, entered in a special
Scarch window, include activity types, projects, antennas,
and temporal ranges. Afler locating the scarch data,
OMI *-76 displays the number of found activities matching
the criteria. At this point, the user sclects the option to
display the found activitics in the AIW.

Input/Output Processing

To maintain the inteiface between OMP-26 and the NSS,
OMP-26 uscs batch files tO transfer schedule data.
Schedule modifications arc reccived via batch files which
serve 1o update the OMP-26 databasc. These input files
arc generaly submitied by the projects. For output
processing, all transactions occuriing during OMP-26
operations recaptured in the form of a batch file. This
filc isthen transferred to the NSS environment to update
its database.

Jmplement ation

OMP-26 is based upon previous rescarch of artificial
intelligence-based scheduling under the Operations
Mission Planncr (OMP) project |2]. Because of the
cextremely short deadline (3 months to create an
operational tool) imposcd by the DSN, it was decided to
first provide amanual tool to assist the DSN schedulers in
handling the Summer 1992 workload incrcase, and to later
provide an automated scheduling capabilitics needed to
supporl the 1995 increase,

OMP-26 is implementcd on @ Macintosh personal
computer using Allegro Common 1,1S1’°. It rans under
Mac 0S 7.0 or gicater and employs a custom user
interface, based on the OMP rescarch prototype interface,
in order to mcet the performance requirements of the
system

The wscer was involved in all phases o f QMP-26
development and theit continuous involvemen it helped to
defme development phases and deliverics. Onc of the
goals Of user involvement was to be continuously aware
of capabilitics that were nceded to maximize scheduling,
efficiency and accuracy. 7This focused the development
team when prioritizing the user's wish list, based on
development difficulty and the criticality of the feature(s).
This list also prevented the development of  “pretty”
features over those that were more critical. Also, any
dehcicncies in OMP-26 capabilitics, with respect to the
NSS, were also of high priority,

Training was a critical to the successful deployment of the
OMP-26 tool, The users had no previous expericnee with
Macintosh computers or graphical scheduling tools, so a
comprehensive training program was needed. In order to
facilitate training (without impacting the on-going
scheduling operations) members of the OMP-26
development team worked along side the DSN schedulers
to gencrate and cdit schedules using OMP-26.

Another aspect of training addressed the way in which a
schedule was generated and conflicts were resolved. The
OMP-26 processing method was very different from the
method to which the User was alrcady accustomed, thus
this new method required that the user understand the
sequence of operations. This training approach scerved to
cducate the OMP-26 development team in turn by
revealing limitations in the tool. Working together, the
development tcam and users were able 10 identify scveral
desited features which would enhance productivity.

Application Use

The transition of OMP-26 into the 26M scheduling
cnvironmen { was a smooth onc. Although the Strawman,
Forccast, and 7-Day schedules still had to be gencrated
within the same time periods, the methods cmployed to
produce these schedules varicd significantly from those
excicised prior to OM P-26's application.

To begin a Strawman schedule, the scheduler (from the
OMP-26 environment) accesses the NSS environment, via
a communications package, to gencrate the required view
file. Once this file is created and cxported back to the
OMP-26 cnvironment, the user loads it into OMP-26.
‘1 he Joading process performs the following Steps: extracts
only thosc views meeting minimum durations as well as
those deeined schedulable; creates passes and playbacks
from legal views by including PRY, and POST; generates
regularly scheduled activities, such as maintenance; and
presents all scheduled items through Strip charts. The
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scheduler then clears the highest priority items by using
the OMP-206 conflict identification and resolution features.

At this point, the uscr saves al OMP-26 tiansactions to @
batch file. Using the communicant ions package 10 expor
the batch file to the NSS covironment, the scheduler tuns
the bateh file and gencrates the report to be sent to flight
projects for their feedback.

Change rc.quests from the projects still comes by fax,
paper, orbatchfiles. After exporting al batchfiles to the
OMP-26 cnwironment, the user immediately submits them
to update the OMP-26 database. Paper and fax entrics arc
easily intcgrated by taking advantage of OMP-26's editing,
capabilities.

T'he refinement cycle is repeated for each phase by
distributing new versions of the schedule to the projects,
obtaining, their feedback, and processing the changes.
Similar to the 7-Day schedule process, the scheduler
compares resource conflicts with other DSN subnctworks
and makes the required adjustments to the 26M schedulc,
Finally the 7-nay schedule is ready to be for warded to the
real t i me scheduling group.

Bencfits

OMP-26 has met its initial objectives and has many
proven benefits. 1t has been operational since July 1992
and has enabled the DSN scheduling orpanization 1o
handle atwo-fold increase in workload while cutting
operations time by33%. Also, thetool is"smarter" in
that it only schedules valid activities. Finally, only onc
machine is needed to perform all scheduling and data
transfer tasks, which previously required two machines.

Lessons 1earned

Because OMP-26 was impacting 26M scheduling, it was
important fo quickly cstablish and implement methods to
gain the user’s trust in the tool. This confidence was
gaincd by the following concepts:

. Domain. Knowledge: To case the transition into
using OMP-26, it was a picrequisitc to become
intimately familiar with the 26M scheduling process.
By identifying how OMP-26 functionality mapped to
the 26M schednling domain, the user \vas enabled to
recognize similarities and acceptthe tool more
readily. DPrawing these parallels would have been an
impossible assignment without gaining the domain
knowledge.

User Inieraction: Yo avoid any user amxictics
accompanicd by altciing an already familial task, it
was imperative to conduct aggressive training
programs and assist whenever needed. With each
delivery, an OMP-26 team miember directed training
sessions emphasizing the tool's latest features. A
tcam member was also available. at al times to guide
the user through any problem areas.

. Bugp Fixes: It was crucial to quickly respond to bugs
the usct encountered during OMP-26 operations
because of the daily dependence on the tool. 1t was
also important to develop work-atounds allowing the
user toperform their job until the problem was fixed.

Future Plans

Bascd on the success of the OMP-26 interactive
scheduling tool, there arc several cefforls underway which
arc addressing DSN scheduling problems. One primary
goal of this work is to decreasc the cost of 13SN
scheduting, This goal includes not only advance schedule
gencration, but also the realtime maintenance of the
schedule and the sustaining engincering necessary 1o keep
the 1001 curient (the mission scl, priorities between
spacccraft, and operational conditions arc continuously
changing). Future work focuses onthree areas:
awtomation, maintenance, and expansion t0 support all
phases of 1SN operational scheduling and all
subnctworks of antennas:

+  Auv lomated _Scheduling: 1o accommodate the
upcoming 199S mission load, development is
undcrway on an automated version of the OMP-26
scheduling tool. This tool will automatically resolve
conflicts and generate aschedule.

+  UsetMaintenance: Curently, the usc] depends upon
the OMP-26 team to maintain the project pertinent
data, such as default PRE/POST durations and
supporied projccts/antcnnas, used to generate
activitics. It is a future goa to implement a GUI and
underlying database so that the user becomes
1esponsible for maintaining this data. in addition,
once the automated system becomes operational, the
user will need the means to maintain the knowledge
bases that drive the automated schicduler.

Real-time Tool: Curtent OMP-26 work focuses on
the generation of schedule prior 10 realtime
opcrations. Realtime operations arc responsible for
exceuting the, schedule and handle hundreds of
change requests cach week. The OMP-26 interactive
and automated tool will be used as a base.line to build
apilot tool, targeted for realtime schedulers, for
expediting and optimizing schedule changes with
minimal schedule perturbation.

Conclusions

The OMP-26 interactive scheduling tool has been
successfully deployed to support scheduling of the DSN
26M subnctwork. Since its deployment in July 1992 | it
has incicased productivity even’in lipht of increasing
workload. The tool has received a high level of user
satisfaction and willbe used as a baseline for the
development of other tools to support DSN scheduling,
1cquircments,
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